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Network Nodes Edges Information

People

Servers

Articles

Web pages

Networks





Summary: centrality

What’s important? Measure

Number of friends Degree centrality

Number or importance of 
friends

Eigenvector, Katz centrality; 
PageRank

Distance from others Closeness centrality

Middleman Betweenness centrality
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Centrality
• Eigenvector centrality 

• Katz centrality 

• PageRank
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Closeness centrality
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Betweenness centrality
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Structure within a resource

<a href=“#anchor”>

#anchor



Table of Contents



Index



Structure between resources

<a href=“http://cnn.com”>



mypage
.com 

cnn.com

nytimes.com
espn.com
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Annotations



Annotations



Bibliometrics
• Analysis of scientific citation began in the 1920s as a 

way to quantify the influence of specific documents or 
authors in terms of their "impact factor" 

• It can also identify "invisible colleges" of scientists 
whose citations are largely self-referential  

• It can recognize the emergence of new scientific 
disciplines 

• (Eugene Garfield and Derek J. de Solla Price are two of 
the "founding fathers" of bibliometrics) 



Metrics

paper 1 

paper 2 paper 0 

paper 4 



Metrics

paper 1 
Bamman

paper 2 
Bamman

paper 0 
Foucault

paper 4 
Glushko



Metrics

paper 1 
Berkeley

paper 2 
Carnegie 

Mellon

paper 0 
Collège de 

France

paper 4 
UCSD



• When one resource cites another there is often a lexical 
signal that indicates how a writer views the relationship 
of a citation to the text from which the citation is made  

• A citation or link without a signal suggests by default 
that the citation supports the current text 

• Explicit signals that indicate positive polarity include 
"See," "See also," "See generally," and "Cf." 

• Signals that indicate negative polarity include "But see" 
and "Contra"

Citation polarity



Altmetrics
• People are lazy 

• Most papers cite only a small proportion of the 
sources that influenced them  

• Secondary sources are cited more than primary 
ones, because people don't know the literature, 
and informal ones aren't cited 

• People cite their friends and themselves more than 
is justified



• The “Altmetrics” movement is trying to make non-
traditional contributions count for academic evaluations 

• Publishing in “open publications” – measuring 
downloading 

• Sharing “raw science” like datasets, code, and 
experimental designs 

• Blogging, microblogging, and comments or 
annotations on existing work

Altmetrics



Structure between resources

Metacritic

NY Times

Rotten Tomatoes

IMDB

Chicago Tribune



One solution: the 
semantic web



Linking databases
• Many of the same resources are described in 

different datasets in different ways 

• different levels of granularity 
• different properties 
• different perspectives on the values of those 

properties 
• Many opportunities for inference if you can link the 

same entities across datasets



• Voting records to the deceased  
• Documents from SEC, Pentagon, defense 

contractors to note movement to industry (Cohen 
2012) 

• Press releases from different members of congress 
• Indictments/settlements from U.S. attorneys 
• DSA database of safety status of CA public schools 

+ US seismic zones + school list from CA Dept of 
Education (Parasie 2015)

Database linking



Movie Rating

The Avengers 4

Star Wars 5

Movie Box office

The Avengers 1.52B

Star Wars IV: A New 
Hope 775M

Star Wars I: The 
Phantom Menace 1.03B

IMDB Wikipedia



Avengers

Star 
Wars

Star 
Wars IV

Star 
Wars I

Avengers

IMDB Wikipedia



Entity linking

• Email contacts database 

• Academic publications 

• Book catalogues



Data science lifecycle

Cross Industry Standard Process for Data Mining (CRISP-DM)



Similarity

• We’ll talk on Wednesday about the conceptual 
foundations of similarity and how it’s used for 
categorization → classification 

• We can exploit similarity here as well for the related 
task of ranking entities



Feature description

Movie Rating

The Avengers 4

Star Wars 5

Rocky 4 3

Rocky 5

Movie Box office

Marvel’s Avengers $1.52B

Star Wars IV: A New 
Hope $775M

Star Wars I: The 
Phantom Menace $1.03B

Rocky $225M

Rocky IV $300M

IMDB Wikipedia



Bag of unigrams

• Represent a string as the count of tokens within it



the avengers marvel’s avengers rocky
the 1

avengers 1 1
star
wars
rocky 1

4
marvel’s 1

IV
a

new
hope

phantom
menace



|X � Y|
|X � Y|

number of features in both X and Y

number of features in either X and Y

Jaccard 
Similarity

the 1

avengers 1 1

star

wars

rocky

4

marvel’s 1

the 
avengers

marvel’s 
avengers



Bag of character ngrams
• Represent a string as the count of sequences of 

characters of length n.



the avengers marvel’s avengers rocky
the 1

aven 1 1
veng 1 1
enge 1 1
nger 1 1 1
gers 1 1
marv 1
arve 1
rvel 1
vel’ 1
el’s 1
ls’ 1

s’ a 1
…



Weighting

Movie Rating

The Avengers 4

Star Wars 5

Rocky 4 3

Rocky 5

Movie Box office

Marvel’s Avengers $1.52B

Star Wars IV: A New 
Hope $775M

Star Wars I: The 
Phantom Menace $1.03B

Rocky $225M

Rocky IV $300M

Some tokens/ngrams show up much more frequently in titles 
(and are hence less informative for similarity



TF-IDF

• Term frequency-inverse document frequency 

• A scaling to represent a feature as function of how 
frequently it appears in a data point but accounting 
for its frequency in the overall collection 

• IDF for a given term = the number of documents in 
collection / number of documents that contain term
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Cosine Similarity

• Jaccard similiarty is measure of set overlap. 

• Cosine similarity reasons over the value of features 

• Often weighted by TF-IDF to discount the impact of frequent 
features.



String tranformations

• Misspellings (and other subtle transformations) are 
costly for measures that reason about the identify 
of feature

Movie Box office

Marvel’s Avengrs $1.52B

Movie Rating

The Avengers 4

Token jaccard similarity = 0



Edit distance
• Edit distance = the similarity between two strings 

based on the minimal number of additions, deletions 
and substitutions it takes to get from one to the other

word 1 word 2 edit distance

avengers avegrs 1 deletion

avengers avengeers 1 addition

avengers evengers 2 substitution

avengers car 11 additions + 
substitions

edit distance based for costs: addition = 1, deletion = 1, substitution = 2



Complex representations

Movie Rating

The Avengers 2012 4

Star Wars 1977 5

Rocky 4 1985 3

Rocky 1976 5

Movie Box 
office

Marvel’s Avengers 2012 $1.52B

Star Wars IV: A 
New Hope 1978 $775M

Star Wars I: The 
Phantom Menace 1999 $1.03B

Rocky 1976 $225M

Rocky IV 1985 $300M

IMDB Wikipedia



Complex representations

First name M.I Last name

Jon Snow

Jonathan I. Snow

John I. Snow

Robert I. Snow

Jon F. Snow



jon snow jonathan i. snow john i. snow

FN:jon 1 1

FN:ona 1

FN:nat 1

FN:ath 1

MI:∅ 1 1

MI:I. 1 1

MI:F.

LN:snow 1 1 1



Structure

• How does this relate to network analysis?



Moving to IR

• Identifying duplicate entities in a database (and 
matching entities between databases) starts 
moving us into information retrieval



Duplicate 
detection



Duplicate document 
detection

• What are the resources we’re comparing? 

• How do we describe each one? 

• How do we measure “similarity” 

• Evaluation?



Computational concerns

• Two sources of complexity: 

• Dimensionality of the feature space (every 
document in represented by a vocabulary of 1M 
word) [minhashing] 

• Number of documents in collection to compare 
(4.64 billion web pages) [locality sensitive hashing]



We were many times weaker than his splendid, 
lacquered machine, so that I did not even attempt to 
outspeed him. O lente currite noctis equi! O softly 
run, nightmares!  

           Nabokov, Lolita

Text Reuse



Text reuse detection

• What are the resources we’re comparing? 

• How do we describe each one? 

• How do we measure “similarity” 

• Evaluation?



Information 
retrieval



• What are the resources we’re comparing? 

• How do we describe each one? 

• How do we measure “similarity” 

• Evaluation?

Information retrieval



Modern IR
• Modern IR accounts for much more information 

than document similarity 

• Prominence/reliability of document (PageRank) 
• Geographic location 
• Search query history 

• This can become a supervised problem to learn 
how to map these more elaborate features of a 
query/session to the search ranking.  How do we 
represent our data?



Acquisti and Gross

SSN component assignment (y) as a function of date of birth (OR, 1996)


