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We design organizing systems because we have 
some interaction in mind



Recommendation
• Providing recommendations is an interaction that’s 

enabled by organizing systems

resource 
descriptionresources

organizing 

: when? 
: how much? 
: why? 
: how? 
: where?







Recommendations

• Physical organizing systems mainly make implicit 
recommendations at the aggregate level 

• Organizing principle #1: promote books that have 
the highest expected sales among all customers. 

• Organizing principle #2: staff recommends books 
they like.



Zipf’s law
• For some phenomena, there’s a relationship (power 

law) between the frequency of an event and the 
rank of that frequency among all events. 

• Social network degree centrality 
• Populations of cities 
• Word frequency 
• Sales
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Long tail

• Aggregate stats (e.g., “bestsellers”) work well for 
the few items in the frequent end of the tail 

• When there’s a long tail of items with few people 
who care about them, there’s a lot of be gained by 
highly customized recommendations



Netflix

Amazon

Twitter

New York Times



Recommendations via DS 

resource 
descriptionresources

organizing 

: when? 
: how much? 
: why? 
: how? 
: where?

• Automatic recommendations draw on classification, 
clustering, description, structure



• Many resources we can marshall 
to make this prediction. 

• Descriptions of the items 
themselves 

• Data points given to us by 
company catalog 

• But considerable flexibility 
in resource description
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case study: 
recommendation systems



• Many resources we can marshall 
to make this prediction. 

• Users who rate movies 

• Recommend movies 
through the relationships 
they hold to the people who 
watch them.
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Utility matrix

Ann Bob Chris David Erik

Star Wars 5 5 4 5 3

Bridget 
Jones 4 4 1

Rocky 3 5

Rambo ? 2 5



How do we get ratings from users?



Methods

• Content based nearest neighbors 

• Classification 

• Collaborative filtering



Content-based nearest 
neighbors

• Basic idea: Represent a user’s features as the 
average value of those in the movies they like 

• Compare that user representation with each movie 
to find ones that are most similar



mark hamill TRUE

harrison ford TRUE

ben affleck FALSE

runtime (mins) 121

language=English TRUE

langauge=Spanish FALSE

space opera TRUE

cartoon FALSE



mark hamill 1

harrison ford 1

ben affleck 0

runtime (mins) 121

language=English 1

langauge=Spanish 0

space opera 1

cartoon 0



star wars star wars II gone girl Average

mark hamill 1 1 0 0.66

harrison 
ford 1 1 0 0.66

ben affleck 0 0 1 0.33

runtime 
(mins) 121 124 149 131.3

language=
English 1 1 1 1

language=
Spanish 0 0 0 0

space 
opera 1 1 0 0.66

cartoon 0 0 0 0
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Cosine Similarity

• Jaccard similiarty is measure of set overlap. 

• Cosine similarity reasons over the value of features (cf. TDO 
7.3.6.2) 

• Often weighted by TF-IDF to discount the impact of frequent 
features (cf. 10.4.2.1)



Classification
• Basic idea: train a 

separate classifier 
for each user based 
on their current 
ratings 

• Insight: reassess 
movies with no 
rating



Content-based classification

• Content-based recommendation (whether through 
nearest neighbors or classification) is plagued by 
data sparsity 

• Doesn’t consider the way in which other people 
have rated movies and the structure that exists 
between them.
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Collaborative filtering
• Basic idea: rather than recommending based on an 

item’s content (resource description), we’ll 
recommend based on patterns in other user’s 
ratings (and the similarity between users). 

• Exploit the assumption that users’ tastes have 
structure 

• Learn that if users like A, then they often also like B.



Collaborative filtering

• Two ways we can do this: 

• User-user similarity 
• Item-item similarity



Collaborative filtering

Ann Bob Chris David Erik

Star Wars 5 5 4 5 3

Bridget 
Jones 4 4 1

Rocky 3 5

Rambo ? 2 5



User-user similarity
1. Represent each user by the movie they’ve rated 

2. Identify the K nearest neighbors (e.g., the K users with the 
highest cosine similarity) 

3. Make a predicted rating about an item by averaged those K 
users’ scores (if they’ve rated it).

Ann Bob Chris David Erik

Star Wars 5 5 4 5 3

Bridget Jones 4 4 1

Rocky 3 5

Rambo 2 5



User-user similarity

Ann Bob

Star Wars 5 5

Bridget 
Jones 0 4

Rocky 3 0

Rambo 0 0

cos(x, y) =

�F
i=1 xiyi��F

i=1 x2i
��F

i=1 y2i



Item-item similarity
1. Represent each item by the users who’ve rated it. 

2. Identify the nearest neighbor (e.g., by cosine 
similarity) to an item that a given user has rated 
highly

Ann Bob Chris David Erik

Star Wars 5 5 4 5 3

Bridget Jones 4 4 1

Rocky 3 5

Rambo 2 5



Tradeoffs

• Level of granularity 

• Users like mixtures of many different kinds of things 
(multiple movie or music genres, for example) → 
increase the breadth of recommendations. 

• Items often only belong to one genre → increase 
the precision of recommendations.



Matrix decomposition

• More complex methods explicitly encode the 
assumption that items and users both contain latent 
features. 

• e.g., “movies with happy endings” — we may not 
ever see it represented as a feature, but it would 
explains a lot of the commonalities in how different 
users rate them.



Matrix decomposition
Ann Bob Chris David Erik

SW 5 5 4 5 3

Jones 4 4 1

Rambo 3 5

Rocky 2 5

F1 F2

SW 0.67 1.3

Jones -1.4 0.1

Rambo 3.12 0.11

Rocky -1.3 -0.2

Ann Bob Chris David Erik

F1 1.7 3.1 -0.7 8.3 -4.5

F2 0.1 -0.2 1.3 7.4 -3.4

=

x



Matrix decomposition

F1 F2

SW 0.67 1.3

Jones -1.4 0.1

Rambo 3.12 0.11

Rocky -1.3 -0.2

Ann Bob Chris David Erik

F1 1.7 3.1 -0.7 8.3 -4.5

F2 0.1 -0.2 1.3 7.4 -3.4x

• With this (reduced) representation, we can perform 
the same user-user or item-item queries as before.



observed variables latent variables

email text, date, sender

novels

social network

fitbit data

legislators

netflix users

Latent variables





Recommendations in an organizing system  

• what is being organized? 
• why is it being organized? 
• how much is it being organized? 
• when is it being organized? 
• how (or by whom) is it being organized? 
• where is it being organized?



• Resources: products (movies, groceries) and the 
users/customers who interact with them. 

• Resource description: deciding what properties of 
the data we want to use in defining similarity. 

• Classification, clustering, latent variable modeling 
as interactions to support the end goal


