
7.3 Principles for Creating Categories
§7.2 The What and Why of Categories (page 351) explained what categories are 
and the contrasting cultural, individual, and institutional contexts and purposes 
for which categories are created. In doing so, a number of different principles 
for creating categories were mentioned, mostly in passing.
We now take a systematic look at principles for creating categories, including: 
enumeration, single properties, multiple properties and hierarchy, probabilistic, 
similarity, and theory- and goal-based categorization. These ways of creating 
categories differ in the information and mechanisms they use to determine cate
gory membership.

7.3.1 Enumeration
The simplest principle for creating a category is enumeration; any resource in a 
inite or countable set can be deemed a category member by that fact alone. 
This principle is also known as extensional de inition, and the members of the 
set are called the extension. Many institutional categories are de ined by enu
meration as a set of possible or legal values, like the 50 United States or the 
ISO currency codes (ISO 4217).
Enumerative categories enable membership to be unambiguously determined 
because a value like state name or currency code is either a member of the cat
egory or it is not. However, this clarity has a downside; it makes it hard to argue 
that something not explicitly mentioned in an enumeration should be considered 
a member of the category, which can make laws or regulations in lexible. More
over, there comes a size when enumerative de inition is impractical or ineffi
cient, and the category either must be sub-divided or be given a de inition based 
on principles other than enumeration.408[Law]

For example, for millennia we earthlings have had a cultural category of “plan
et” as a “wandering” celestial object, and because we only knew of planets in 
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Too Many Planets to 
Enumerate: Keeping up with 

Kepler
Kepler is a space observatory 
launched by NASA in 2009 to 
search for Earth-like planets orbit
ing other stars in our own Milky 
Way galaxy. Kepler has already dis
covered and verified a few thousand 
new planets, and these results have 
led to estimates that there may be 
at least as many planets as there 
are stars, a few hundred billion in 
the Milky Way alone. Count fast.

our own solar system, the planet cate
gory was defined by enumeration: 
Mercury, Venus, Earth, Mars, Jupiter, 
and Saturn. When the outer planets of 
Uranus, Neptune, and Pluto were 
identified as planets in the 18th-20th

centuries, they were added to this list 
of planets without any changes in the 
cultural category. But in the last cou
ple of decades many heretofore un
known planets outside our solar sys
tem have been detected, making the 
set of planets unbounded, and defini
tion by enumeration no longer works.
The International Astronomical Un
ion (IAU) thought it solved this cate

gory crisis by proposing a definition of planet as “a celestial body that is (a) in 
orbit around a star, (b) has sufficient mass for its self-gravity to overcome rigid 
body forces so that it assumes a hydrostatic equilibrium (nearly round) shape, 
and (c) has cleared the neighborhood around its orbit.” Unfortunately, Pluto 
does not satisfy the third requirement, so it no longer is a member of the planet 
category, and instead is now called an “inferior planet.”
Changing the definition of a significant cultural category generated a great deal 
of controversy and angst among ordinary non-scientific people. A typical head
line was “Pluto’s demotion has schools spinning,” describing the outcry from el
ementary school students and teachers about the injustice done to Pluto and the 
disruption on the curriculum. 409[LIS]

7.3.2 Single Properties
It is intuitive and useful to think in terms of properties when we identify instan
ces and when we are describing instances (as we saw in §4.3 Resource Identity 
(page 196) and in Chapter 5, Resource Description and Metadata). Therefore, it 
should also be intuitive and useful to consider properties when we analyze more 
than one instance to compare and contrast them so we can determine which 
sets of instances can be treated as a category or equivalence class. Categories 
whose members are determined by one or more properties or rules follow the 
principle of intensional definition, and the defining properties are called the in
tension.
You might be thinking here that enumeration or extensional definition of a cate
gory is also a property test; is not “being a state” a property of California? But 
statehood is not a property precisely because “state” is defined by extension, 
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which means the only way to test California for statehood is to see if it is in the 
list of states.410[Phil]

Any single property of a resource can be used to create categories, and the easi
est ones to use are often the intrinsic static properties. As we discussed in 
Chapter 5, Resource Description and Metadata, intrinsic static properties are 
those inherent in a resource that never change. The material of composition of 
natural or manufactured objects is an intrinsic and static property that can be 
used to arrange physical resources. For example, an organizing system for a 
personal collection of music that is based on the intrinsic static property of 
physical format might use categories for CDs, DVDs, vinyl albums, 8-track car
tridges, reel-to-reel tape and tape cassettes.411[CogSci]

Using a single property is most natural to do when the properties can take on 
only a small set of discrete values like music formats, and especially when the 
property is closely related to how the resources are used, as they are with the 
music collection where each format requires different equipment to listen to the 
music. Each value then becomes a subcategory of the music category.
The author, date, and location of creation of an intellectual resource cannot be 
directly perceived but they are also intrinsic static properties. The subject mat
ter or purpose of a resource, its “what it is about” or “what it was originally for,” 
are also intrinsic static properties that are not directly perceivable, especially 
for information resources.
The name or identifier of a resource is often arbitrary but once assigned nor
mally does not change, making it an extrinsic static property. Any collection of 
resources with alphabetic or numeric identifiers as an associated property can 
use sorting order as an organizing principle to arrange spices, books, personnel 
records, etc., in a completely reliable way. Some might argue whether this or
ganizing principle creates a category system, or whether it simply exploits the 
ordering inherent in the identifier notation. For example, with alphabetic identi
fiers, we can think of alphabetic ordering as creating a recursive category sys
tem with 26 (A-Z) top-level categories, each containing the same number of 
second-level categories, and so on until every instance is assigned to its proper 
place.412[CogSci]

Some resource properties are both extrinsic and dynamic because they are 
based on usage or behaviors that can be highly context-dependent. The current 
owner or location of a resource, its frequency of access, the joint frequency of 
access with other resources, or its current rating or preference with respect to 
alternative resources are typical extrinsic and dynamic properties that can be 
the basis for arranging resources and defining categories.
These properties can have a large number of values or are continuous meas
ures, but as long as there are explicit rules for using property values to deter
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mine category assignment the resulting categories are still easy to understand 
and use. For example, we naturally categorize people we know on the basis of 
their current profession, the city where they live, their hobbies, or their age. 
Properties with a numerical dimension like “frequency of use” are often trans
formed into a small set of categories like “frequently used,” “occasionally used,” 
and “rarely used” based on the numerical property values.413[CogSci]

While there are an infinite number of logically expressible properties for any re
source, most of them would not lead to categories that would be interpretable 
and useful for people. If people are going to use the categories, it is important 
to base them on properties that are psychologically or pragmatically relevant 
for the resource domain being categorized. Whether something weighs more or 
less than 5000 pounds is a poor property to apply to things in general, because 
it puts cats and chairs in one category, and buses and elephants in anoth
er.414[CogSci]

To summarize: The most useful single properties to use for creating categories 
for an organizing system used by people are those that are formally assigned, 
objectively measurable and orderable, or tied to well-established cultural cate
gories, because the resulting categories will be easier to understand and de
scribe.
If only a single property is used to distinguish among some set of resources and 
to create the categories in an organizing system, the choice of property is criti
cal because different properties often lead to different categories. Using the age 
property, Bill Gates and Mark Zuckerberg are unlikely to end up in the same 
category of people. Using the wealth property, they most certainly would. Fur
thermore, if only one property is used to create a system of categories, any cate
gory with a large numbers of items in it will lack coherence because differences 
on other properties will be too apparent, and some category members will not 
fit as well as the others.

7.3.3 Multiple Properties
Organizing systems often use multiple properties to define categories. There 
are three different ways in which to do this that differ in the scope of the prop
erties and how essential they are in defining the categories.

7.3.3.1 Multi-Level or Hierarchical Categories
If you have many shirts in your closet (and you are a bit compulsive or a “neat 
freak”), instead of just separating your shirts from your pants using a single 
property (the part of body on which the clothes are worn) you might arrange the 
shirts by style, and then by sleeve length, and finally by color. When all of the 
resources in an organizing system are arranged using the same sequence of re
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source properties, this creates a logical hierarchy, a multi-level category sys
tem.
If we treat all the shirts as the collection being organized, in the shirt organiz
ing system the broad category of shirts is first divided by style into categories 
like “dress shirts,” “work shirts,” “party shirts,” and “athletic or sweatshirts.” 
Each of these style categories is further divided until the categories are very 
narrow ones, like the “white long-sleeve dress shirts” category. A particular 
shirt ends up in this last category only after passing a series of property tests 
along the way: it is a dress shirt, it has long sleeves, and it is white. Each test 
creates more precise categories in the intersections of the categories whose 
members passed the prior property tests.
Put another way, each subdivision of a category takes place when we identify or 
choose a property that differentiates the members of the category in a way that 
is important or useful for some intent or purpose. Shirts differ from pants in the 
value of the “part of body” property, and all the shirt subcategories share this 
“top part” value of that property. However, shirts differ on other properties that 
determine the subcategory to which they belong. Even as we pay attention to 
these differentiating properties, it is important to remember the other proper
ties, the ones that members of a category at any level in the hierarchy have in 
common with the members of the categories that contain it. These properties 
are often described as “inherited” or “inferred” from the broader catego
ry.415[Com] For example, just as every shirt shares the “worn on top part of body” 
property, every item of clothing shares the “can be worn on the body” property, 
and every resource in the “shirts” and “pants” category inherits that property.
Each differentiating property creates another level in the category hierarchy, 
which raises an obvious question: How many properties and levels do we need? 
In order to answer this question we must reflect upon the shirt categories in our 
closet. Our organizing system for shirts arranges them with the three properties 
of style, sleeve length, and color; some of the categories at the lowest level of 
the resulting hierarchy might have only one member, or no members at all. You 
might have yellow or red short-sleeved party shirts, but probably do not have 
yellow or red long-sleeved dress shirts, making them empty categories. Obvi
ously, any category with only one member does not need any additional proper
ties to tell the members apart, so a category hierarchy is logically complete if 
every resource is in a category by itself.
However, even when the lowest level categories of our shirt organizing system 
have more than one member, we might choose not to use additional properties 
to subdivide it because the differences that remain among the members do not 
matter to us for the interactions the organizing system needs to support. Sup
pose we have two long-sleeve white dress shirts from different shirt makers, but 
whenever we need to wear one of them, we ignore this property. Instead, we 
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just pick one or the other, treating the shirts as completely equivalent or substi
tutable. When the remaining differences between members of a category do not 
make a difference to the users of the category, we can say that the organizing 
system is pragmatically or practically complete even if it is not yet logically 
complete. That is to say, it is complete “for all intents and purposes.” Indeed, we 
might argue that it is desirable to stop subdividing a system of categories while 
there are some small differences remaining among the items in each category 
because this leaves some flexibility or logical space in which to organize new 
items. This point might remind you of the concept of overfitting, where models 
with many parameters can very accurately fit their training data, but as a result 
generalize less well to new data. (See §5.3.2.5.)
On the other hand, consider the shirt section of a big department store. Shirts 
there might be organized by style, sleeve length, and color as they are in our 
home closet, but would certainly be further organized by shirt maker and by 
size to enable a shopper to find a Marc Jacobs long-sleeve blue dress shirt of 
size 15/35. The department store organizing system needs more properties and 
a deeper hierarchy for the shirt domain because it has a much larger number of 
shirt instances to organize and because it needs to support many shirt shop
pers, not just one person whose shirts are all the same size.

7.3.3.2 Different Properties for Subsets of Resources
A different way to use multiple resource properties to create categories in an 
organizing system is to employ different properties for distinct subsets of the re
sources being organized. This contrasts with the strict multi-level approach in 
which every resource is evaluated with respect to every property. Alternatively, 
we could view this principle as a way of organizing multiple domains that are 
conceptually or physically adjacent, each of which has a separate set of catego
ries based on properties of the resources in that domain. This principle is used 
for most folder structures in computer file systems and by many email applica
tions; you can create as many folder categories as you want, but any resource 
can only be placed in one folder.
The contrasts between intrinsic and extrinsic properties, and between static and 
dynamic ones, are helpful in explaining this method of creating organizing cate
gories. For example, you might organize all of your clothes using intrinsic static 
properties if you keep your shirts, socks, and sweaters in different drawers and 
arrange them by color; extrinsic static properties if you share your front hall 
closet with a roommate, so you each use only one side of that closet space; in
trinsic dynamic properties if you arrange your clothes for ready access accord
ing to the season; and, extrinsic dynamic properties if you keep your most fre
quently used jacket and hat on a hook by the front door.416[Bus]
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Classifying Hawaiian “Boardshorts”

The swimsuits worn by surfers, called “boardshorts,” have evolved from 
purely functional garments to symbols of extreme sports and the Hawaiian 
lifestyle. A 2012 exhibition at the Honolulu Museum of Art captured the di
versity of boardshorts on three facets: their material, how they fastened 

around the surfer’s fly and waist, and their length.

(Photo by R. Glushko.)

If we relax the requirement that different subsets of resources use different or
ganizing properties and allow any property to be used to describe any resource, 
the loose organizing principle we now have is often called tagging. Using any 
property of a resource to create a description is an uncontrolled and often un
principled principle for creating categories, but it is increasingly popular for or
ganizing photos, web sites, email messages in gmail, or other web-based resour
ces. We discuss tagging in more detail in §5.2.2.3 Tagging of Web-based Resour
ces (page 240).
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A Supermarket Map

A typical supermarket embodies a surprisingly complex classification sys
tem. Each section of the store employs a different set of properties to ar
range its resources, and some properties such as perishability and onsite 

preparation are important in more than one section. 

(Photo by R. Glushko.)

7.3.3.3 Necessary and Sufficient Properties
A large set of resources does not always require many properties and categories 
to organize it. Some types of categories can be defined precisely with just a few 
essential properties. For example, a prime number is a positive integer that has 
no divisors other than 1 and itself, and this category definition perfectly distin
guishes prime and not-prime numbers no matter how many numbers are being 
categorized. “Positive integer” and “divisible only by 1 and itself” are necessary 
or defining properties for the prime number category; every prime number must 
satisfy these properties. These properties are also sufficient to establish mem
bership in the prime number category; any number that satisfies the necessary 
properties is a prime number. Categories defined by necessary and sufficient 
properties are also called monothetic. They are also sometimes called classical 
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The Classical View of Categories
The classical view is that categories are defined by necessary and sufficient 
properties. This theory has been enormously influential in Western thought, 
and is embodied in many organizing systems, especially those for informa
tion resources. However, as we will explain, we cannot rely on this principle 
to create categories in many domains and contexts because there are not 
necessary and sufficient properties. As a result, many psychologists, cogni
tive scientists, and computer scientists who think about categorization have 
criticized the classical theory.
We think this is unfair to Aristotle, who proposed what we now call the clas
sical theory primarily to explain how categories underlie the logic of deduc
tive reasoning: All men are mortal; Socrates is a man; Therefore, Socrates is 
mortal. People are wrong to turn Aristotle’s thinking around and apply it to 
the problem of inductive reasoning, how categories are created in the first 
place. But this is not Aristotle’s fault; he was not trying to explain how natu
ral cultural categories arise.

categories because they conform to Aristotle’s theory of how categories are 
used in logical deduction using syllogisms.417[Phil] (See the sidebar, The Classical 
View of Categories (page 371).)
Theories of categorization have evolved a great deal since Plato and Aristotle 
proposed them over two thousand years ago, but in many ways we still adhere 
to classical views of categories when we create organizing systems because 
they can be easier to implement and maintain that way.
An important implication of necessary and sufficient category definition is that 
every member of the category is an equally good member or example of the cat
egory; every prime number is equally prime. Institutional category systems of
ten employ necessary and sufficient properties for their conceptual simplicity 
and straightforward implementation in decision trees, database schemas,and 
programming language classes.

Consider the definition of an address as requiring a street, city, governmental 
region, and postal code. Anything that has all of these information components 
is therefore considered to be a valid address, and anything that lacks any of 
them will not be considered to be a valid address. If we refine the properties of 
an address to require the governmental region to be a state, and specifically 
one of the United States Postal Service’s list of official state and territory codes, 
we create a subcategory for US addresses that uses an enumerated category as 
part of its definition. Similarly, we could create a subcategory for Canadian ad
dresses by exchanging the name “province” for state, and using an enumerated 
list of Canadian province and territory codes.
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7.3.4 The Limits of Property-Based Categorization
Property-based categorization works tautologically well for categories like 
“prime number” where the category is defined by necessary and sufficient prop
erties. Property-based categorization also works well when properties are con
ceptually distinct and the value of a property is easy to perceive and examine, 
as they are with man-made physical resources like shirts.
Historical experience with organizing systems that need to categorize informa
tion resources has shown that basing categories on easily perceived properties 
is often not effective. There might be indications “on the surface” that suggest 
the “joints” or boundaries between types of information resources, but these are 
often just presentation or packaging choices, That is to say, neither the size of a 
book nor the color of its cover are reliable cues for what it contains. Information 
resources have numerous descriptive properties like their title, author, and pub
lisher that can be used more effectively to define categories, and these are cer
tainly useful for some kinds of interactions, like finding all of the books written 
by a particular author or published by the same publisher. However, for practi
cal purposes, the most useful property of an information resource is its about
ness, which may not be objectively perceivable and which is certainly hard to 
characterize.418[LIS] Any collection of information resources in a library or docu
ment filing system is likely to be about many subjects and topics, and when an 
individual resource is categorized according to a limited number of its content 
properties, it is at the same time not being categorized using the others.
When the web first started, there were many attempts to create categories of 
web sites, most notably by Yahoo! As the web grew, it became obvious that 
search engines would be vastly more useful because their near real-time text in
dexes obviate the need for a priori assignment of web pages to categories. Rath
er, web search engines represent each web page or document in a way that 
treats each word or term they contain as a separate property.
Considering every distinct word in a document stretches our notion of property 
to make it very different from the kinds of properties we have discussed so far, 
where properties were being explicitly used by people to make decisions about 
category membership and resource organization. It is just not possible for peo
ple to pay attention to more than a few properties at the same time even if they 
want to, because that is how human perceptual and cognitive machinery works. 
But computers have no such limitations, and algorithms for information retriev
al and machine learning can use huge numbers of properties, as we will see lat
er in this chapter and in Chapter 8 and Chapter 10.
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Classifying the Web: Yahoo! in 1996

Their goal was to manually assign every web page to a category.

(Screenshot by R. Glushko. Source: Internet Archive wayback machine.)
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7.3.5 Probabilistic Categories and “Family Resemblance”
As we have seen, some categories can be precisely defined using necessary and 
sufficient features, especially when the properties that determine category 
membership are easy to observe and evaluate. Something is either a prime num
ber or it isn’t. A person cannot be a registered student and not registered at the 
same time.
However, categorization based on explicit and logical consideration of proper
ties is much less effective, and sometimes not even possible for domains where 
properties lack one or more of the characteristics of separability, perceptibility, 
and necessity. Instead, we need to categorize using properties in a probabilistic 
or statistical way to come up with some measure of resemblance or similarity 
between the resource to be categorized and the other members of the category.
Consider a familiar category like “bird.” All birds have feathers, wings, beaks, 
and two legs. But there are thousands of types of birds, and they are distin
guished by properties that some birds have that other birds lack: most birds can 
fly, most are active in the daytime, some swim, some swim underwater; some 
have webbed feet. These properties are correlated or clustered, a consequence 
of natural selection that conveys advantages to particular configurations of 
characteristics, and there are many different clusters; birds that live in trees 
have different wings and feet than those that swim, and birds that live in de
serts have different colorations and metabolisms that those that live near water. 
So instead of being defined by a single set of properties that are both necessary 
and sufficient, the bird category is defined probabilistically, which means that 
decisions about category membership are made by accumulating evidence from 
the properties that are more or less characteristic of the category.
Categories of information resources often have the same probabilistic character. 
The category of spam messages is suggested by the presence of particular 
words (beneficiary, pharmaceutical) but these words also occur in messages 
that are not spam. A spam classifier uses the probabilities of each word in a 
message in spam and non-spam contexts to calculate an overall likelihood that 
the message is spam.
There are three related consequences for categories when their characteristic 
properties have a probabilistic distribution:

• The first is an effect of typicality or centrality that makes some members of
the category better examples than others. Membership in probabilistic cate
gories is not all or none, so even if they share many properties, an instance
that has more of the characteristic properties will be judged as better or
more typical.419[CogSci] Try to define “bird” and then ask yourself if all of the
things you classify as birds are equally good examples of the category (look
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What Is a Game?
Ludwig Wittgenstein (1889-1951) was a philosopher who thought deeply 
about mathematics, the mind, and language. In 1999, his Philosophical In
vestigations was ranked as the most important book of 20th-century philos
ophy in a poll of philosophers.421[Phil] In that book, Wittgenstein uses “game” 
to argue that many concepts have no defining properties, and that instead 
there is a “complicated network of similarities overlapping and criss-
crossing: sometimes overall similarities, sometimes similarities of detail.” 
He contrasts board games, card games, ball games, games of skill, games of 
luck, games with competition, solitary games, and games for amusement. 
Wittgenstein notes that not all games are equally good examples of the cate
gory, and jokes about teaching children a gambling game with dice because 
he knows that this is not the kind of game that the parents were thinking of 
when they asked him to teach their children a game.422[Phil]

at the six birds in Family Resemblance and Typicality (page 376)). This effect 
is also described as gradience in category membership and reflects the ex
tent to which the most characteristic properties are shared.

• A second consequence is that the sharing of some but not all properties cre
ates what we call family resemblances among the category members; just as
biological family members do not necessarily all share a single set of physi
cal features but still are recognizable as members of the same family. This
idea was first proposed by the 20th-century philosopher Ludwig Wittgen
stein, who used “games” as an example of a category whose members re
semble each other according to shifting property subsets.420[Phil]

• The third consequence, when categories do not have necessary features for
membership, is that the boundaries of the category are not fixed; the catego
ry can be stretched and new members assigned as long as they resemble in
cumbent members. Personal video games and multiplayer online games like
World of Warcraft did not exist in Wittgenstein’s time but we have no trouble
recognizing them as games and neither would Wittgenstein, were he alive.
Recall that in Chapter 1 we pointed out that the cultural category of “li
brary” has been repeatedly extended by new properties, as when Flickr is
described as a web-based photo-sharing library. Categories defined by family
resemblance or multiple and shifting property sets are termed polythetic.

We conclude that instead of using properties one at a time to assign category 
membership, we can use them in a composite or integrated way where together 
a co-occurring cluster of properties provides evidence that contributes to a simi
larity calculation. Something is categorized as an A and not a B if it is more sim
ilar to A’s best or most typical member rather than it is to B’s.423[CogSci]
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Family Resemblance and Typicality
These six animals have some physical features in common but not all of 
them, yet they resemble each other enough to be easily recognizable as 
birds. Most people consider a pigeon to be a more typical bird than a pen
guin.

A penguin, a pigeon, a swan, a stork, a flamingo, and a frigate bird. (Clock
wise from top-left.)

(Photos by R. Glushko.)
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7.3.6 Similarity
Similarity is a measure of the resemblance between two things that share some 
characteristics but are not identical. It is a very flexible notion whose meaning 
depends on the domain within which we apply it. Some people consider that the 
concept of similarity is itself meaningless because there must always be some 
basis, some unstated set of properties, for determining whether two things are 
similar. If we could identify those properties and how they are used, there would 
not be any work for a similarity mechanism to do.424[CogSci]

To make similarity a useful mechanism for categorization we have to specify 
how the similarity measure is determined. There are four psychologically-
motivated approaches that propose different functions for computing similarity: 
feature- or property-based, geometry-based, transformational, and alignment- 
or analogy-based. The big contrast here is between models that represent items 
as sets of properties or discrete conceptual features, and those that assume that 
properties vary on a continuous metric space.425[CogSci]

7.3.6.1 Feature-based Models of Similarity
An influential model of feature-based similarity calculation is Amos Tversky’s 
contrast model, which matches the features or properties of two things and 
computes a similarity measure according to three sets of features:

• those features they share,
• those features that the first has that the second lacks, and
• those features that the second has that the first lacks.

The similarity based on the shared features is reduced by the two sets of dis
tinctive ones. The weights assigned to each set can be adjusted to explain judg
ments of category membership. Another commonly feature-based similarity 
measure is the Jaccard coefficient, the ratio of the common features to the total 
number of them. This simple calculation equals zero if there are no overlapping 
features and one if all features overlap. Jaccard's measure is often used to cal
culate document similarity by treating each word as a feature.426[CogSci]

We often use a heuristic version of feature-based similarity calculation when we 
create multi-level or hierarchical category systems to ensure that the categories 
at each level are at the same level of abstraction or breadth. For example, if we 
were organizing a collection of musical instruments, it would not seem correct 
to have subcategories of “woodwind instruments,” “violins,” and “cellos” be
cause the feature-based similarity among the categories is not the same for all 
pairwise comparisons among the categories; violins and cellos are simply too 
similar to each other to be separate categories given woodwinds as a category.
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Document Similarity

Documents represented as vectors in term 
space, with the angles between them as a 

measure of their similarity.

7.3.6.2 Geometric Models of Similarity
Geometric models are a type of similarity framework in which items whose 
property values are metric are represented as points in a multi-dimensional 
feature- or property-space. The property values are the coordinates, and similar
ity is calculated by measuring the distance between the items.

Geometric similarity functions
are commonly used by search 
engines; if a query and docu
ment are each represented as 
a vector of search terms, rele
vance is determined by the 
distance between the vectors 
in the “term space.” The sim
plified diagram in the sidebar, 
Document Similarity (page 
378), depicts four documents 
whose locations in the term 
space are determined by how 
many of each of three terms 
they contain. The document 
vectors are normalized to 
length 1, which makes it pos
sible to use the cosine of the 
angle between any two docu

ments as a measure of their similarity. Documents d1 and d2 are more similar to 
each other than documents d3 and d4, because angle between the former pair 
(Θ) is smaller than the angle between the latter (Φ). We will discuss how this 
works in greater detail in Chapter 10, Interactions with Resources.
If the vectors that represent items in a multi-dimensional property space are of 
different lengths, instead of calculating similarity using cosines we need to cal
culate similarity in a way that more explicitly considers the differences on each 
dimension.
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Geometric Distance Functions

The distance between points 1 and 2 depends 
on how the distance function combines the dif
ferences in values (A and B) on each dimen

sion.

The diagram in the sidebar,
Geometric Distance Functions 
(page 379) shows two differ
ent ways of calculating the 
distance between points 1 
and 2 using the differences A 
and B. The Euclidean dis
tance function takes the 
square root of the sum of the 
squared differences on each 
dimension; in two dimensions, 
this is the familiar Pythagor
ean Theorem to calculate the 
length of the hypotenuse of a 
right triangle, where the ex
ponent applied to the differ
ences is 2. In contrast, the 
City Block distance function, 
so-named because it is the 
natural way to measure dis
tances in cities with “gridlike” 
street plans, simply adds up 

the differences on each dimension, which is equivalent to an exponent of 1.
We can interpret the exponent as a weighting function that determines the rela
tive contribution of each property to the overall distance or similarity calcula
tion. The choice of exponent depends on the type of properties that characterize 
a domain and how people make category judgments within it. The exponent of 1 
in the City Block function ensures that each property contributes its full 
amount. As the exponent grows larger, it magnifies the impact of the properties 
on which differences are the largest.
The Chebyshev function takes this to the limit (where the exponent would be 
infinity) and defines the distance between two items as the difference of their 
values on the single property with the greatest difference. What this means in 
practice is that two items could have similar or even identical values on most 
properties, but if they differ much on just one property, they will be treated as 
very dissimilar. We can make an analogy to stereotyping or prejudice when a 
person is just like you in all ways except for the one property you view as nega
tive, which then becomes the only one that matters to you.
At the other extreme, if the exponent is reduced to zero, this treats each proper
ty as binary, either present or absent, and the distance function becomes a 
count of the number of times that the value of the property for one item is dif
ferent from the value for the other one. This is called the “Hamming distance.”
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7.3.6.3  Transformational Models of Similarity
Transformational models assume that the similarity between two things is inver
sely proportional to the complexity of the transformation required to turn one 
into the other. The simplest transformational model of similarity counts the 
number of properties that would need to change their values. More generally, 
one way to perform the name matching task of determining when two different 
strings denote the same person, object, or other named entity is to calculate the 
“edit distance” between them; the number of changes required to transform one 
into the other.
The simplest calculation just counts the number of insertion, deletion, and sub
stitution operations and is called the Levenshtein distance; for example, the dis
tance between “bob” and “book” is two: insert “o” and change the second “b” to 
“k”. Two strings with a short edit distance might be variant spellings or mis
spellings of the same name, and transformational models that are sensitive to 
common typing errors like transposed or duplicated letters are very effective at 
spelling correction. Transformational models of similarity are also commonly 
used to detect plagiarism and duplicate web pages.427[Com]

7.3.6.4 Alignment or Analogy Models of Similarity
None of the previous types of similarity models works very well when compar
ing things that have lots of internal or relational structure. In these cases, calcu
lations based on matching features is insufficient; you need to compare features 
that align because they have the same role in structures or relationships. For 
example, a car with a green wheel and a truck with a green hood both share the 
feature green, but this matching feature does not increase their similarity much 
because the car's wheel does not align with the truck's hood. On the other hand, 
analogy lets us say that an atom is like the solar system. They have no common 
properties, but they share the relationship of having smaller objects revolving 
around a large one.
This kind of analogical comparison is especially important in problem solving. 
You might think that experts are good at solving problems in their domain of ex
pertise because they have organized their knowledge and experience in ways 
that enable efficient search for and evaluation of possible solutions. For exam
ple, it is well known that chess masters search their memories of previous win
ning positions and the associated moves to decide what to play. However, top 
chess players also organize their knowledge and select moves on the basis of 
abstract similarities that cannot be explained in terms of specific positions of 
chess pieces. This idea that experts represent and solve problems at deeper lev
els than novices do by using more abstract principles or domain structure has 
been replicated in many areas. Novices tend to focus more on surface proper
ties and rely more on literal similarity.428[CogSci]

The Discipline of Organizing

Chapter 7 — Categorization: Describing Resource Classes and Types380



Things Used at the Gym

A hand towel, a music player with 
headphones, and a bottle of water 
have no properties in common but 
they go together because they are 
members of the “things used at the 
gym when working out” category. 
This type of ad hoc or goal-derived 
category gave contestants trouble on 

the Pyramid game show. 

(Photo by R. Glushko.)

7.3.7 Goal-Derived Categories
Another psychological principle for creating categories is to organize resources 
that go together in order to satisfy a goal. Consider the category “Things to take 
from a burning house,” an example that cognitive scientist Lawrence Barsalou 
termed an ad hoc or goal-derived category.429[CogSci]

What things would you take from your 
house if a fire threatened it?? Possibly 
your cat, your wallet and checkbook, 
important papers like birth certifi
cates and passports, and grandma’s 
old photo album, and anything else 
you think is important, priceless, or 
irreplaceable—as long as you can car
ry it. These items have no discernible 
properties in common, except for be
ing your most precious possessions. 
The category is derived or induced by 
a particular goal in some specified 
context.

7.3.8 Theory-Based Categories
A final psychological principle for cre
ating categories is organizing things 
in ways that fit a theory or story that 
makes a particular categorization 
sensible. A theory-based category can 
win out even if probabilistic categori
zation, on the basis of family resem
blance or similarity with respect to 
visible properties, would lead to a different category assignment. For example, a 
theory of phase change explains why liquid water, ice, and steam are all the 
same chemical compound even though they share few visible properties.
Theory-based categories based on origin or causation are especially important 
with highly inventive and computational resources because unlike natural kinds 
of physical resources, little or none of what they can do or how they behave is 
visible on the surface (see §3.4.1 Affordance and Capability (page 127)). Consid
er all of the different appearances and form factors of the resources that we cat
egorize as “computers” —their essence is that they all compute, an invisible or 
theory-like principle that does not depend on their visible properties.430[CogSci]
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7.4 Category Design Issues and Implications
We have previously discussed the most important principles for creating catego
ries: resource properties, similarity, and goals. When we use one or more of 
these principles to develop a system of categories, we must make decisions 
about its depth and breadth. Here, we examine the idea that some levels of ab
straction in a system of categories are more basic or natural than others. We al
so consider how the choices we make affect how we create the organizing sys
tem in the first place, and how they shape our interactions when we need to find 
some resources that are categorized in it.

7.4.1 Category Abstraction and Granularity
We can identify any resource as a unique instance or as a member of a class of 
resources. The size of this class—the number of resources that are treated as 
equivalent—is determined by the properties or characteristics we consider 
when we examine the resources in some domain. The way we think of a re
source domain depends on context and intent, so the same resource can be 
thought of abstractly in some situations and very concretely in others. As we 
discussed in Chapter 5, Resource Description and Metadata, this influences the 
nature and extent of resource description, and as we have seen in this chapter, 
it then influences the nature and extent of categories we can create.
Consider the regular chore of putting away clean clothes. We can consider any 
item of clothing as a member of a broad category whose members are any kind 
of garment that a person might wear. Using one category for all clothing, that 
is, failing to distinguish among the various items in any useful or practical way 
would likely mean that we would keep our clothes in a big unorganized pile.
However, we cannot wear any random combination of clothing items—we need 
a shirt, a pair of pants, socks, and so on. Clearly, our indiscriminate clothing cat
egory is too broad for most purposes. So instead, most people organize their 
clothes in more fine-grained categories that fit the normal pattern of how they 
wear clothes.
This tendency to use specific categories instead of broader ones is a general 
principle that reflects how people organize their experience when they see simi
lar, but not identical, examples or events. This “size principle” for concept learn
ing, as cognitive scientist Josh Tenenbaum describes it, is a preference for the 
most specific rules or descriptions that fit the observations. For example, if you 
visit a zoo and see many different species of animals, your conception of what 
you saw is different than if you visited a kennel that only contained dogs. You 
might say “I saw animals at the zoo,” but would be more likely to say “I saw 
dogs at the kennel” because using the broad “animal” category to describe your 
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kennel visit conveys less of what you learned from your observations 
there.431[CogSci]

In §7.3.2 Single Properties (page 364) we described an organizing system for the 
shirts in our closet, so let us talk about socks instead. When it comes to socks, 
most people think that the basic unit is a pair because they always wear two 
socks at a time. If you are going to need to find socks in pairs, it seems sensible 
to organize them into pairs when you are putting them away. Some people 
might further separate their dress socks from athletic ones, and then sort these 
socks by color or material, creating a hierarchy of sock categories analogous to 
the shirt categories in our previous example.
Questions of resource abstraction and granularity also emerge whenever the in
formation systems of different firms, or different parts of a firm, need to ex
change information or be merged into a single system. All parties must define 
the identity of each thing in the same way, or in ways that can be related or 
mapped to each other either manually or electronically.
For example, how should a business system deal with a customer’s address? 
Printed on an envelope, “an address” typically appears as a comprehensive, 
multi-line text object. Inside an information system, however, an address is best 
stored as a set of distinctly identifiable information components. This fine-
grained organization makes it easier to sort customers by city or postal codes, 
for sales and marketing purposes. Incompatibilities in the abstraction and gran
ularity of these information components, and the ways in which they are presen
ted and reused in documents, will cause interoperability problems when busi
nesses need to share information.432[Com]

The Universal Business Language (UBL) (mentioned briefly in §8.1.5.2) is a li
brary of information components designed to enable the creation of business 
document models that span a range of category abstraction. UBL comes equip
ped with XML schemas that define document categories like orders, invoices, 
payments, and receipts that many people are familiar with from their personal 
experiences of shopping and paying bills. However, UBL can also be used to de
sign very specific or subordinate level transactional document types like “pur
chase order for industrial chemicals when buyer and seller are in different coun
tries,” or document types at the other end of the abstraction hierarchy like “fill-
in-the-blank” legal forms for any kind of contract.
Bowker and Star point out that there is often a pragmatic tradeoff between pre
cision and validity when defining categories and assigning resources to them, 
particularly in scientific and other highly technical domains. More granular cat
egories make more precise classification possible in principle, but highly speci
alized domains might contain instances that are so complex or hard to under
stand that it is difficult to decide where to organize them.433[LIS]
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As an example of this real-world messiness that resists precise classification, 
Bowker and Star turn to medicine and the World Health Organization's Interna
tional Classification of Diseases (ICD), a system of categories for cause-of-death 
reporting. The ICD requires that every death be assigned to one and only one 
category out of thousands of possible choices, which facilitates important uses 
such as statistical reporting for public health research.
In practice, however, doctors often lack conclusive evidence about the cause of 
a particular death, or they identify a number of contributing factors, none of 
which could properly be described as the sole cause. In these situations, less 
precise categories would better accommodate the ambiguity, and the aggregate 
data about causes of death would have greater validity. But doctors have to use 
the ICD's precise categories when they sign a death certificate, which means 
they sometimes record the wrong cause of death just to get their work done.
It might seem counterintuitive, but when a system of human-generated catego
ries is too complex for people to interpret and apply reliably, computational clas
sifiers that compute statistical similarity between new and already classified 
items can outperform people.434[DS]

7.4.2 Basic or Natural Categories
Category abstraction is normally described in terms of a hierarchy of superordi
nate, basic, and subordinate category levels. “Clothing,” for example, is a super
ordinate category, “shirts” and “socks” are basic categories, and “white long-
sleeve dress shirts” and “white wool hiking socks” are subordinate categories. 
Members of basic level categories like “shirts” and “socks” have many perceptu
al properties in common, and are more strongly associated with motor move
ments than members of superordinate categories. Members of subordinate cate
gories have many common properties, but these properties are also shared by 
members of other subordinate categories at the same level of abstraction in the 
category hierarchy. That is, while we can identify many properties shared by all 
“white long-sleeve dress shirts,” many of them are also properties of “blue long-
sleeve dress shirts” and “black long-sleeve pullover shirts.”
Psychological research suggests that some levels of abstraction in a system of 
categories are more basic or natural than others. Anthropologists have also ob
served that folk taxonomies invariably classify natural phenomena into a five- or 
six-level hierarchy, with one of the levels being the psychologically basic or “re
al” name (such as “cat” or “dog”), as opposed to more abstract names (e.g. 
“mammal”) that are used less in everyday life. An implication for organizing sys
tem design is that basic level categories are highly efficient in terms of the cog
nitive effort they take to create and use. A corollary is that classifications with 
many levels at different abstraction levels may be difficult for users to navigate 
effectively.435[CogSci]
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7.4.3 The Recall / Precision Tradeoff
The abstraction level we choose determines how precisely we identify resour
ces. When we want to make a general claim, or communicate that the scope of 
our interest is broad, we use superordinate categories, as when we ask, “How 
many animals are in the San Diego Zoo?” But we use precise subordinate cate
gories when we need to be specific: “How many adult emus are in the San Diego 
Zoo today?”
If we return to our clothing example, finding a pair of white wool hiking socks is 
very easy if the organizing system for socks creates fine-grained categories. 
When resources are described or arranged with this level of detail, a similarly 
detailed specification of the resources you are looking for yields precisely what 
you want. When you get to the place where you keep white wool hiking socks, 
you find all of them and nothing else. On the other hand, if all your socks are 
tossed unsorted into a sock drawer, when you go sock hunting you might not be 
able to find the socks you want and you will encounter lots of socks you do not 
want. But you will not have put time into sorting them, which many people do 
not enjoy doing; you can spend time sorting or searching depending on your 
preferences.
If we translate this example into the jargon of information retrieval, we say that 
more fine-grained organization reduces recall, the number of resources you find 
or retrieve in response to a query, but increases the precision of the recalled 
set, the proportion of recalled items that are relevant. Broader or coarse-
grained categories increase recall, but lower precision. We are all too familiar 
with this hard bargain when we use a web search engine; a quick one-word 
query results in many pages of mostly irrelevant sites, whereas a carefully craf
ted multi-word query pinpoints sites with the information we seek. We will dis
cuss recall, precision, and evaluation of information retrieval more extensively 
in Chapter 10, Interactions with Resources.
This mundane example illustrates the fundamental tradeoff between organiza
tion and retrieval. A tradeoff between the investment in organization and the in
vestment in retrieval persists in nearly every organizing system. The more effort 
we put into organizing resources, the more effectively they can be retrieved. 
The more effort we are willing to put into retrieving resources, the less they 
need to be organized first. The allocation of costs and benefits between the or
ganizer and retriever differs according to the relationship between them. Are 
they the same person? Who does the work and who gets the benefit?
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7.4.4 Category Audience and Purpose
The ways in which people categorize depend on the goals of categorization, the 
breadth of the resources in the collection to be categorized, and the users of the 
organizing system. Suppose that we want to categorize languages. Our first step 
might be determining what constitutes a language, since there is no widespread 
agreement on what differentiates a language from a dialect, or even on whether 
such a distinction exists.
What we mean by “English” and “Chinese” as categories can change depending 
on the audience we are addressing and what our purpose is, however.436[Ling] A 
language learning school’s representation of “English” might depend on practi
cal concerns such as how the school’s students are likely to use the language 
they learn, or which teachers are available. For the purposes of a school teach
ing global languages, and one of the standard varieties of English (i.e., those as
sociated with political power), or an amalgamation of several standard varieties, 
might be thought of as a single instance (“English”) of the category “Languag
es.”
Similarly, the category structure in which “Chinese” is situated can vary with 
context. While some schools might not conceptualize “Chinese” as a category 
encompassing multiple linguistic varieties, but rather as a single instance within 
the “Languages” category, another school might teach its students Mandarin, 
Wu, and Cantonese as dialects within the language category “Chinese,” that are 
unified by a single standard writing system. In addition, a linguist might consid
er Mandarin, Wu, and Cantonese to be mutually unintelligible, making them 
separate languages within the broader category “Chinese” for the purpose of 
creating a principled language classification system.
If people could only categorize in a single way, the Pyramid game show, where 
contestants guess what category is illustrated by the example provided by a 
clue giver, would pose no challenge. The creative possibilities provided by cate
gorization allow people to order the world and refer to interrelationships among 
conceptions through a kind of allusive shorthand. When we talk about the lan
guage of fashion, we suggest that in the context of our conversation, instances 
like “English,” “Chinese,” and “fashion” are alike in ways that distinguish them 
from other things that we would not categorize as languages.
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[408][Law] Legal disputes often re lect different interpretations of category mem
bership and whether a list of category members is exhaustive or merely illustra
tive. The legal principle of “implied exclusion”—expressio unius est exclusio al
terius —says that if you “expressly name” or “designate” an enumeration of one 
or more things, any thing that is not named is excluded, by implication. Howev
er, prefacing the list with “such as,” “including,” or “like” implies that it is not a 
strict enumeration because there might be other members.
[409][LIS] International Astronomical Union (IAU) (iau.org) published its new 
definition of planet in August 2006. A public television documentary in 2011 
called The Pluto Files retells the story (Tyson 2011).
[410][Phil] The distinction between intension and extension was introduced by Got
tlob Frege, a German philosopher and mathematician (Frege 1892).
[411][CogSci] The number of resources in each of these categories depends on the 
age of the collection and the collector. We could be more precise here and say 
“single atomic property” or otherwise more carefully de ine “property” in this 
context as a characteristic that is basic and not easily or naturally decomposa
ble into other characteristics. It would be possible to analyze the physical for
mat of a music resource as a composition of size, shape, weight, and material 
substance properties, but that is not how people normally think. Instead, they 
treat physical format as a single property as we do in this example.
[412][CogSci] We need to think of alphabetic ordering or any other organizing princi
ple in a logical way that does not imply any particular physical implementation. 
Therefore, we do not need to consider which of these alphabetic categories exist 
as folders, iles, or other tangible partitions.
[413][CogSci] Another example: rules for mailing packages might use either size or 
weight to calculate the shipping cost, and whether these rules are based on spe
ci ic numerical values or ranges of values, the intent seems to be to create cate
gories of packages.
[414][CogSci] If you try hard, you can come up with situations in which this property 
is important, as when the circus is coming to the island on a ferry or when you 
are loading an elevator with a capacity limit of 5000 pounds, but it just is not a 
useful or psychologically salient property in most contexts.
[415][Com] Many information systems, applications, and programming languages 
that work with hierarchical categories take advantage of this logical relation
ship to infer inherited properties when they are needed rather than storing 
them redundantly.
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[416][Bus] Similarly, clothing stores use intrinsic static properties when they 
present merchandise arranged according to color and size; extrinsic static prop
erties when they host branded displays of merchandise; intrinsic dynamic prop
erties when they set aside a display for seasonal merchandise, from bathing 
suits to winter boots; and extrinsic dynamic properties when a display area is 
set aside for “Today’s Special.”
[417][Phil] Aristotle did not call them classical categories. That label was bestowed 
about 2300 years later by (Smith and Medin 1981).
[418][LIS] We all use the word “about” with ease in ordinary discourse, but “about
ness” has generated a surprising amount of theoretical commentary about its 
typically implicit definition, starting with (Hutchins 1977) and (Maron 1977) and 
relentlessly continued by (Hjørland 1992, 2001).
[419][CogSci] Typicality and centrality effects were studied by Rosch and others in 
numerous highly influential experiments in the 1970s and 1980s (Rosch 1975). 
Good summaries can be found in (Mervis and Rosch 1981), (Rosch 1999), and in 
Chapter 1 of (Rogers and McClelland 2008).
[420][Phil] An easy to find source for Wittgenstein’s discussion of “game” is (Witt
genstein 2002) in a collection of core readings for cognitive psychology (Levitin 
2002).
[421][Phil] The philosopher’s poll that ranked Wittgenstein’s book #1 is reported by 
(Lackey 1999).
[422][Phil] It might be possible to define “game,”but it requires a great deal of ab
straction that obscures the “necessary and sufficient” tests. “To play a game is 
to engage in activity directed toward bringing about a specific state of affairs, 
using only means permitted by specific rules, where the means permitted by the 
rules are more limited in scope than they would be in the absence of the rules, 
and where the sole reason for accepting such limitation is to make possible such 
activity.” (Suits 1967)
[423][CogSci] The exact nature of the category representation to which the similarity 
comparison is made is a subject of ongoing debate in cognitive science. Is it a 
prototype, a central tendency or average of the properties shared by category 
members, or it one or more exemplars, particular members that typify the cate
gory. Or is it neither, as argued by connectionist modelers who view categories 
as patterns of network activation without any explicitly stored category repre
sentation? Fortunately, these distinctions do not matter for our discussion here. 
A recent review is (Rips, Smith, and Medin 2012).
[424][CogSci] Another situation where similarity has been described as a “mostly 
vacuous” explanation for categorization is with abstract categories or meta
phors. Goldstone says “an unrewarding job and a relationship that cannot be 
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ended may both be metaphorical prisons... and may seem similar in that both 
conjure up a feeling of being trapped... but this feature is almost as abstract as 
the category to be explained.” (Goldstone 1994), p. 149.
[425][CogSci] (Medin, Goldstone, and Gentner 1993) and (Tenenbaum and Griffiths 
2001).
[426][CogSci] Because Tversky's model separately considers the sets of non-
overlapping features, it is possible to accurately capture similarity judgments 
when they are not symmetric, i.e., when A is judged more similar to B than B is 
to A. This framing effect is well-established in the psychological literature and 
many machine learning algorithms now employ asymmetric measures. (Tversky 
1974)
[427][Com] For a detailed explanation of distance and transformational models of 
similarity, see (Flach 2012), Chapter 9. There are many online calculators for 
Levenshein distance; http://www.let.rug.nl/kleiweg/lev/ also has a compelling 
visualization. The “strings” to be matched can themselves be transformations. 
The “soundex” function is very commonly used to determine if two words could 
be different spellings of the same name. It “hashes” the names into phonetic en
codings that have fewer characters than the text versions. See (Christen 2006) 
and http://www.searchforancestors.com/utility/soundex.html to try it yourself.
[428][CogSci] This explanation for expert-novice differences in categorization and 
problem solving was proposed in (Chi et al 1981). See (Linhares 2007) for stud
ies of abstract reasoning by chess experts.
[429][CogSci] (Barsalou 1983).
[430][CogSci] The emergence of theory-based categorization is an important event in 
cognitive development that has been characterized as a shift from “holistic” to 
“analytic” categories or from “surface properties” to “principles.” See (Carey 
and Gelman 1991) (Rehder and Hastie 2004).
[431][CogSci] (Tenenbaum 2000) argues that this preference for the most specific hy
pothesis that fits the data is a general principle of Bayesian learning with ran
dom samples.
[432][Com] Consider what happens if two businesses model the concept of “ad
dress” in a customer database with different granularity. One may have a coarse 
“Address” field in the database, which stores a street address, city, state, and 
Zip code all in one block, while the other stores the components “StreetAd
dress,” “City,” and “PostalCode” In separate fields. The more granular model 
can be automatically transformed into the less granular one, but not vice versa 
(Glushko and McGrath 2005).
[433][LIS] (Bowker and Star 2000)
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[434][DS] Statistician and baseball fan Nate Silver rejected a complex system that 
used twenty-six player categories for predicting baseball performance because 
“it required as much art as science to figure out what group a player belonged 
in.” (Silver 2012, p, 83). His improved system used the technique of “nearest 
neighbor” analysis to identify current baseball players whose minor league sta
tistics were most similar to the current minor league players being evaluated. 
(See §7.5.3.3 Categories Created by Clustering (page 399)).
Silver later became famous for his extremely accurate predictions of the 2008 
US presidential elections. He is the founder and editor of the FiveThirtyEight 
blog, so named because there are 538 senators and representatives in the US 
Congress.
[435][CogSci] (Rosch 1999) calls this the principle of cognitive economy, that “what 
one wishes to gain from one’s categories is a great deal of information about the 
environment while conserving finite resources as much as possible. [...] It is to 
the organism’s advantage not to differentiate one stimulus from another when 
that differentiation is irrelevant to the purposes at hand.” (Pages 3-4.)
[436][Ling] For example, some linguists think of “English” as a broad category en
compassing multiple languages or dialects, such as “Standard British English,” 
“Standard American English,” and “Appalachian English.”
If we are concerned with linguistic diversity and the survival of minority lan
guages, we might categorize some languages as endangered in order to mobi
lize language preservation efforts. We could also categorize languages in terms 
of shared linguistic ancestors (“Romance languages,” for example), in terms of 
what kinds of sounds they make use of, by how well we speak them, by regions 
they are commonly spoken in, whether they are signed or unsigned, and so on. 
We could also expand our definition of the languages category to include artifi
cial computer languages, or body language, or languages shared by people and 
their pets—or thinking more metaphorically, we might include the language of 
fashion.
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