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Abstract

Many real world tasks can be modeled as partially observed Markov decision
processes where the underlying state is not fully observed. In these tasks, policies
that condition only on a single observation are usually inadequate for success.
Previous work in solving partially observed problems have emphasized memory-
based solutions with recurrent networks, such as long-short term memory networks.
In this paper, we propose temporal convolutional policy networks for solving
partially observed tasks. We compare our models on classical control problems as
well as in the Atari domain. We show that our convolutional networks can match if
not exceed the performance of recurrent networks for these tasks.

1 Introduction

In many real world problems, we rarely have access to the full state of the system – it is more common
to receive observations of the state that are noisy or incomplete. These problems can be modeled
as partially observed Markov decision processes, a generalization of the fully observed case. For
instance: in a robot manipulation task, we may be given joint angles and images from a camera but
not velocities of the objects in the environment. Images such as these are a common source of partial
observations, as positions and velocities of objects must be inferred [7].

Approaches to solving Markov decision processes can typically be categorized as either model-based
or model-free. In model-based approaches, we maintain a belief distribution over the current state
given a series of observations [15]. However, this requires an extensive model of the environment,
and can be computationally expensive.

Recent advances in deep reinforcement learning have demonstrated success in model-free approaches.
Policy networks and deep q learning, for example, have been able to outperform human experts at
playing Atari games [12]. For the partially observed problems we are considering, parametrized
policy networks using recurrent memory networks (such as long-short term memory [6]) have been
particularly effective. However, recent advances in convolutional models for images [13] and raw
audio [14] have shown that convolutional networks can capture spatial and temporal dependencies
as well. Inspired by this success, we propose temporal convolutional networks for solving partially
observed Markov decision processes.

1.1 Background

In the problem of reinforcement learning (RL), an agent interacts with the environment and tries to
optimize for a reward. RL provides a generalized framework for optimal behavior in environments
given only a reward signal. When combined with neural networks, deep RL has demonstrated
widespread success in robotic manipulation, autonomous helicopter control, Atari, and Go [11] [8]
[1] [17].
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1.2 Problem Statement

We can model reinforcement learning with a Markov decision process defined over a state space
S, a set of actions A that the agent can perform at each time-step, a transition function T (s′, a, s)
representing the probability of transitioning between states after performing an action, and a reward
function R(s) defined over the state space. In most problems we may also have a discount factor γ
and an initial state distribution ρ0. The reinforcement learning problem is therefore the following:
find a policy π∗(a|s) such that the expected sum of discounted rewards is maximized.

π∗ = argmax
π

Eτ

[ ∞∑
t=0

γtR(st)

]
(1)

Here, τ is the trajectory of state action pairs when following the policy π. We assume s0 ∼ p0, at ∼
π(at|st), st ∼ T (st−1, at, st).
For partially observed Markov decision processes, we no longer have access to the entire state,
but rather an observation which is a random function of the current state o(s) (note that for
a fully observed MDP, o(s) = s). The partially observed problem then is to find a policy
π(at|ot, at−1, ot−1, ..., a0, o0) that optimizes the sum of expected rewards in equation (1).

2 Approaches

There are two main families of recent approaches in deep reinforcement learning. In value based
methods, we approximate the expected sum of discounted rewards from any state st after perform-
ing action at [11]. From this approximation, we can select actions that maximize the expected
reward at any state. The second family of approaches are policy optimization methods in which
we parametrize and optimize a policy directly. There are various policy optimization techniques
including evolutionary methods such as the cross entropy method [2] as well as policy gradient
methods.

2.1 Value Approximation

In value-based methods, we define the values:

Vπ(st) = Eat,st+1...

[ ∞∑
t′=t

γt
′
R(st′)

]
(2)

Qπ(st, at) = Est+1,at+1...

[ ∞∑
t′=t

γt
′
R(st′)

]
(3)

where Vπ(st) is the the expected sum of discounted rewards from state st and Qπ(st, at) is the
expected sum of discounted rewards from state st after performing at. In finite state-action spaces,
approximate dynamic programming methods can solve for Vπ and Qπ. For continuous state-action
spaces, we approximate Vπ and Qπ with a linear combination of features or a neural network over
the state/actions.

In recent works, Q-value approximation has been shown to be effective in learning controls for
Atari games from raw images [11]. These Q-values are parameterized as neural networks with
convolutional layers that feed into full connected layers. In one-step Q-learning, we minimize the L2
error of one (s, a, s′) tuple. The loss is defined as

L(θi) = E

(
R+ γmax

a′
Q(s′, a′; θi−1)−Q(s, a; θi)

)2

(4)

Where θi−1 is the parameters from the previous iteration, and s′ is the state after performing action a,
and R is the reward obtained.
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2.2 Policy Optimization

Another family of reinforcement learning algorithms directly optimize the policy π(a|s). In policy
optimization, we can parameterize the policy π(a|s; θ) where θ can be linear feature weights or
parameters in a neural network. Cross entropy methods use an evolutionary algorithm that selects the
top policies sampled from a distribution over policy parameters [2]. Policy gradient methods such as
REINFORCE approximate the gradient of the policy parameters from sampling [18].

∇Eτ

[ ∞∑
t=0

γtR(st)

]
= Eτ

[( ∞∑
t=0

γtR(st)

)( ∞∑
t=0

∇θ log πθ(at|st)

)]
(5)

More stable gradient methods such as Trust Region Policy Optimization [16] optimize the policy
subject to a KL divergence bound, preventing the policy from changing too much in each iteration.

2.3 A3C

In policy gradient methods, it is common to reduce variance of the gradient estimate with a baseline
function of the state b(st)

Eτ

[ ∞∑
t=0

∇θ log πθ(at|st)

( ∞∑
t′=t

γt
′
R(st′)− b(st)

)]
(6)

A near optimal choice of a baseline is the value function b(st) = V (st), in which case we have
an estimate of the advantage Â =

∑∞
t′=t γ

t′R(st′) − V (st). We can view this as an “actor-critic”
algorithm where the policy π is the actor and the value function V (st) is the critic.

In conventional Q learning, we maintain a replay buffer and sample gradient updates from that buffer
to decorrelate updates. However, asynchronous methods have been shown to be effective in which
multiple agents sample and update the policy on random initializations of the environment. The
asynchronous advantage actor-critic method (A3C) maintains a policy π(at|st; θ) and value function
V (st; θ) while performing asynchronous updates [10].

2.4 Temporal Convolutions

In partially observed domains, policies that condition only on the current observation may be
insufficient to solve the problem – a way to capture memory over multiple observations is necessary.
Previous approaches to partially observed tasks have focused on recurrent networks for capturing
sequential dependencies [6]. In this paper, we propose a temporal convolutional network in which we
convolve over a series of past observations.

Figure 1: Baseline policy networks: linear, feed forward, and recurrent.

Classical policy parametrizations to solve control problems include linear, feed forward neural
networks, and recurrent neural networks [Figure 1]. We propose two novel temporal convolutional
networks: TConv and TConvRNN [Figure 2]. In TConv, we perform a width 2, stride 1 convolution
over T previous observations before feeding the convolutional output into a fully connected layer. In
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Figure 2: Our proposed temporal convolutional networks: TConv and TConvRNN.

TConvRNN, we use the same TConv architecture but the fully connected output is a 32 unit hidden
layer which is used as input into a GRU [4] [Figure 2].

In the original A3C architecture, the policy and value networks share a common sub-network
consisting of a series of convolutional and fully connected layers. The output of this sub-network
feeds into a softmax layer for the policy and a linear output for the value function [Figure 3]. In
recurrent A3C, the last layer of the shared sub-network is a recurrent layer.

Figure 3: Baseline A3C Networks: Convolution over 4 previous observations followed by RNN or
fully connected layers.

We propose two temporal convolutional networks: A3CTConv and A3CTConvRNN [Figure 4].
In A3CTConv, we add a temporal convolution layer after the last convolutional layer. Since each
convolution is performed over 4 previous observations, the temporal convolution has a receptive field
of 4T previous observations. In A3CTConvRNN, we maintain the same A3CTConv architecture;
however, the last layer of the sub-network is a recurrent layer.

Figure 4: Our proposed temporal convolutional networks: A3CTConv and A3CTConvRNN. We
perform temporal convolutional over T previous conv features.
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3 Experiments and results

We evaluated our convolutional networks on partially observed environments in both classical control
problems and the Pong Atari game.

3.1 Tools

RLLab [5] is a library that provides a framework for building and evaluating reinforcement learning
algorithms. It provides an implementation of popular RL algorithms including vanilla policy gradient,
the cross entropy method, and trust region policy optimization. It also provides a set of environments
across classical control problems, MuJuCo, and OpenAI Gym [3]. We used RLLab extensively
for evaluating learning curves and providing environments. We modified the relevant experimental
environments in RLLab to become partially observed by removing features (such as velocity) from
the state space. All neural networks were implemented in TensorFlow [9].

3.2 Control problems

We experimented on the following control problems in RLLab, modified to be partially observed:

1. CartPole: the goal is to keep a pole balanced using the cart. We removed the velocity of the
cart from the observations, observing only position and angle.

2. Mountain Car: the goal is to control a cart to reach the top of the mountain. We removed the
velocity of the cart, observing only position.

3. Double Pendulum: the goal is to swing the pendulum to keep it vertical. We removed
velocity, observing only position and angle.

Figure 5: The control problems on which we evaluated our convolutional network. CartPole,
Mountain Car, and Double Pendumlum in that order from left to right.

We benchmarked our two new TConv and TConvRNN policy networks against the three baselines:
linear, feed forward neural network (FF), and recurrent GRU network (RNN). For consistency, all
networks were trained with the Trust Region Policy Optimization algorithm [16].

Figure 6: Learning curves for our temporal convolution networks on the CartPole and Mountain Car
problems. Our TConv and TConvRNN models tend to have the best performance. In some cases,
policies that condition only on the current observation fail to learn any meaningful policy.
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Figure 7: Learning curves for the Double Pendulum environment. Our TConv and TCounvRNN
policy networks have comparable performance with the RNN policy.

Notice that all three tasks are made substantially more difficult when velocity is removed from the
state. The linear policy and feed-forward network are unable to receive any reward in the Mountain
Car environment because they cannot infer velocity over time.

3.3 Atari Pong

We evaluated our models for the Atari domain as well, which has become a popular method to
benchmark RL algorithms. We trained our networks on raw 84x84 images using A3C with 12
asynchronous processes. Since we use raw images, the problem is inherently partially observed
– a single static image confers no notion of velocity. We compared the learning curves of our
convolutional models (A3CTConv and A3CTConvRNN) against the baseline A3C feed forward
network (A3C) as well as a recurrent A3C network (A3CRNN).

Figure 8: A sequence of 4 pong frames. Notice that velocity of the ball cannot be inferred from any
single frame and requires a sequence of frames.

We confirmed that our temporal convolutional networks can learn an optimal policy with far fewer
samples than the baseline models. Between the temporal networks themselves, an interesting
observation is that the A3CTConvRNN model learned at a slower rate than the non-recurrent
A3CTConv model, but was eventually able to achieve a more consistent and higher average score.

Figure 9: Learning curves for Pong. Our temporal convolutional networks (A3CTConv and
A3CTConvRNN) can learn much faster than the baseline feed forward (A3C) and recurrent
(A3CRNN) networks.
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4 Conclusions

We have found that temporal convolutional networks outperform or match performance of recurrent
neural networks and vanilla feed-forward neural networks for many partially observed Markov deci-
sion processes. The improvement in performance is more pronounced in more complex environments
such as Pong; our temporal convolutional networks tend to both learn faster and attain a higher
average score.

Due to the noise and restricted set of observations available in partially observed environments, it
is unsurprising that vanilla single-state learners are unable to fully solve the problems. Recurrent
models have traditionally been employed to retain memory from the state history. We have introduced
temporal convolutional networks to the task, and shown that they can outperform recurrent networks,
at least in learning speed. Our combined convolutional and recurrent model tends to perform the best,
learning policies that attain both high score and low variance.

5 Future Work

There are many interesting directions in which we con continue our work.

On the model side, we can attempt to capture more long term dependencies with hierarchical and
dilated convolutions. For experimentation and evaluation, we can apply our networks to more complex
partially observed environments; tasks that require inferring information from state history beyond
only velocity. This would allow us to assess how the benefit of temporal convolutional layers scales
with task complexity.
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Wesley Hsieh (29.44%): I implemented partial observations and state history features in the experi-
mental problem environments. I helped put together parts of the poster and presentation I wrote the
Conclusion and Future Work sections of the paper.
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